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‘Executive control’ refers to the way we use our goals to 
control our behaviour and thoughts. One type of execu­
tive function is the stopping of actions and thoughts, 
and it works alongside other functions such as work­
ing memory to help us respond appropriately under 
circumstances that involve novelty or the overriding of 
habits1,2. For example, holding the goal in mind of los­
ing weight when on a diet might lead us to stop when 
reaching for an extra biscuit. The potential importance 
of stopping is emphasized in clinical disorders charac­
terized by problems controlling thoughts or impulses 
to act (for example, intrusive thinking or motor tics). 
Although thought­ stopping and action­ stopping are 
highly relevant to healthy human behaviour, and may 
even rely on analogous brain systems3, action­ stopping 
has received greater systematic investigation because it is 
easier to quantify and because we know more about the 
motor system. Action­ stopping is therefore a stronger 
starting point for this Review, which broaches the ques­
tion of whether our understanding of stopping, devel­
oped largely from highly controlled laboratory­ based 
experiments, generalizes to the real world.

In the laboratory, action­ stopping has been most 
commonly studied with the stop signal task4,5 (Fig. 1a). 
This requires people to rapidly stop an initiated 
response when a signal occurs. Although other forms 
of action­ stopping exist, such as proactively braking or 
delaying impending actions (Box 1), as do other broader 
forms of behavioural control (for example, choosing 

not to act, or resisting interference from distraction), 
overall these are less understood and may even engage 
different processes or networks6–8, and so here we focus 
on the simpler case. A prominent model (hereafter 
referred to as the action­ stopping model) proposes 
that action­ stopping is achieved via a prefrontal cor­
tex (PFC)–basal ganglia–thalamocortical ‘stopping’ 
network9 (hereafter referred to as the action­ stopping 
network). We begin by reviewing this model, moving 
briefly over older results that have been covered many 
times10–12 and focusing more on recent human, and in 
some cases non­ human animal, studies since the last 
major review9. We see that key claims of the model are 
well supported. We then ask whether the action­ stopping 
model applies beyond simple laboratory­ based tasks that 
mostly use manual responses. We then review recent 
work that starts to tackle whether action­ stopping gen­
eralizes to more naturalistic settings, and end with the 
application of the model to clinical movement disorders. 
Overall, these insights are intended to provide a road 
map for future research into real­ world action control 
by highlighting the promises and challenges offered by 
the action­ stopping model.

Neural basis of action- stopping
The stop signal task provides an estimate of the behav­
ioural latency of action­ stopping, the stop signal reaction 
time (SSRT; the latency of stopping a cued action). As 
the time at which an uninitiated action plan is stopped 
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cannot be directly observed, SSRT is derived on the 
basis of a mathematical model that uses reaction times 
and the probability of successful stopping5. Estimates of 
SSRT are therefore sensitive to violations of the model 
assumptions13 and to occasional failures by individu­
als to trigger the stop process14. Notwithstanding these 
methodological challenges, SSRT can provide a useful 
constraint for research on the neural correlates: for 
neural activity to be involved in stopping, it must occur 
before this time of the stop reaction, which is typically 
approximately 200–250 ms for manual responses15–18.

Two decades of action­ stopping research, building 
on a long history of work on cortico–basal ganglia cir­
cuits (Fig. 1b), has provided motivation for a model of 
action­ stopping that depends on PFC–basal ganglia 
circuits (Fig. 1c). Briefly, sensory information about 
a stop signal is transmitted to two key regions of the  
PFC — the right inferior frontal cortex (rIFC) and the pre­ 
supplementary motor area (pre­ SMA) — which gener­
ate a stop command and forward it to the subthalamic 

nucleus (STN). The command is then sent via the basal 
ganglia output nuclei to the motor thalamus, with the 
effect of reducing drive to the motor cortical areas and 
thus reducing the likelihood of movement.

We now update the evidence for this model, brain 
region by brain region in the order in which they seem to 
be activated by the requirement to stop ‘reactively’ (‘reac­
tive stopping’ in Box 1), noting in particular new data 
illustrating the timing of activity in each brain region 
that support the presumed temporal flow through the 
network see reF.15 (Fig. 2).

Right inferior frontal cortex. It was proposed the ven­
tral pars opercularis of the rIFC initiates the stop 
command19, implying it should be active early during 
the stop process. Indeed, recent findings confirm the 
early involvement of the rIFC.

Imaging studies first identified the rIFC as a poten­
tial mediator of action­ stopping18,20–23. Causal evidence 
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Fig. 1 | cortico–basal ganglia–thalamocortical networks 
for action control in the stop signal task. a | In the stop 
signal task, a ‘go’ signal (here, an arrow) requiring a 
response (a key press indicated by the direction of the 
arrow) is presented on every trial. In about 25% of trials,  
the go signal is followed shortly by a ‘stop’ signal (here, the 
arrow turning red), and on those trials, participants must 
attempt to stop the impending response. The delay 
between the go and stop cues varies from trial to trial and, 
if the delay between them is short, the participant is more 
likely to stop. By titrating the probability of successfully 
stopping at various delays and examining the response- 
time distribution, one can estimate the latency of action- 
stopping, the stop signal reaction time (SSRT)4,5. b | The basal 
ganglia (BG) output nuclei (the globus pallidus interna (GPi) 
and the substantia nigra pars reticulata (SNr)) provide tonic 
inhibition of the thalamic outputs that facilitate motor 
cortical areas. A classic view is that the direct pathway, 
which involves striatal projections to the GPi/SNr, supports 
actions by inhibiting the BG output, thus disinhibiting 
thalamic output to the cortex81. Meanwhile, the indirect 
pathway, which involves projections from the striatum (Str) 
to the GPi/SNr via the globus pallidus externa (GPe), may 
help to suppress actions by increasing inhibitory control 
over BG output (for a more nuanced discussion, see reF.172). 
The hyperdirect pathway is also thought to be involved in 
regulating BG output173, offering a fast route for stopping 
because of the short- latency, monosynaptic connections 
between the cortex and the subthalamic nucleus (STN)36, 
and the direct access of the STN to the GPi/SNr. c | The 
prefrontal–BG–thalamocortical model of action-stopping9,10 
proposes that on detection of a stop signal, sensory 
information about the cue is fed forward to the prefrontal 
cortex, where the stop command is produced. Two 
prefrontal areas, the right inferior frontal cortex (rIFC)  
and the dorsomedial prefrontal cortex (particularly the 
pre- supplementary motor area (pre- SMA)), are thought 
send the stop command via the STN. Output from the STN 
excites the GPi (or SNr, for example with eye movements), 
which in turn inhibits thalamic excitatory drive to the 
primary motor cortex (M1) and thus reduces the likelihood 
of movement. The Str, acting via the GPe, has also been 
implicated in action- stopping, although its precise role  
is currently debated. Both the GPe and the Str have  
been shaded a lighter colour to illustrate the questions 
surrounding their inclusion in the network. Thal, thalamus.

www.nature.com/nrn

R e v i e w s



0123456789();: 

came from patients with prefrontal damage24 (point­
ing particularly to the pars opercularis), and then 
from offline transcranial magnetic stimulation (TMS) 
studies showing that disrupting the rIFC prolonged 
SSRT25,26. An electrocorticography (ECoG) study revealed 
increased oscillatory power in the beta band (13–30 Hz) 
in the rIFC in the period between the stop signal and 
SSRT27 but lacked the temporal resolution to say more 
about its role in initiating the stop command. Functional 
imaging18 and imaging of white­ matter tracts18,28 have 
suggested that regions of the rIFC and the pre­ SMA 
that are activated following a stop signal are connected 
with each other and to the STN, thus pointing to a 
possible hyperdirect pathway.

These findings have since been buttressed by another 
ECoG study showing an increase in gamma­ band activity 
in the rIFC after the stop signal29 (earliest in the ventral 
pars opercularis (also see reF.30) relative to more ante­
rior inferior frontal cortex (IFC) regions and the anterior 
insula), and by three recent studies combining electro­
encephalography (EEG), TMS and electromyography 
(EMG)15,31,32. The last three studies revealed four 
main findings. First, bursts of beta­ band activity were 
observed in right­ lateralized frontal electrodes on suc­
cessful stop trials within approximately 120 ms after the 

stop signal15,31,32. Second, TMS revealed that these bursts 
were soon followed by a broad suppression of the motor 
system (a putative signature of basal ganglia recruitment, 
see later)15. Third, there was subsequently a cancellation 
of motor output, manifesting itself as a decline in muscle 
activity15,31,32. Fourth, behavioural stopping occurred at 
about 220 ms after the stop signal (Fig. 2).

Two of these studies involved TMS­ induced disrup­
tion targeting the rIFC. One showed that the timing of 
beta­ band activity correlated with that of action­ stopping 
at the single­ trial level, and that online TMS disruption 
around the time of this beta activity prolonged the 
latency of action­ stopping31. The other showed that 
offline disruption, again targeting the rIFC, slowed 
stopping speed and reduced rIFC beta­ band activity32.

A criticism of the three EEG studies15,31,32 is that 
the low spatial resolution of EEG precludes knowing 
whether beta­ band activity truly emanated from the 
rIFC33. However, evidence from a combined func­
tional MRI (fMRI)–magnetoencephalography (MEG) 
study, offering greater spatial resolution, replicated the 
timely increase in beta that was specific to the rIFC 
not the left IFC (lIFC)34. Together, these studies begin 
to address previous concerns about the specificity of 
rIFC activation (including its laterality) and its involve­
ment in action­ stopping per se35. For example, both the 
time­ locking of beta­ band activity to action­ stopping31, 
rather than to the stop signal, and the elevation of beta 
specifically after a stop signal34, rather than any infre­
quent or unexpected signal, are more consistent with a 
role for the rIFC in stopping than simply monitoring or 
attentional capture.

A recent study in individuals with Parkinson dis­
ease provided high temporal resolution evidence of a 
functional rIFC–STN hyperdirect pathway for action­ 
stopping36. First, stimulation of the STN (specifically 
the ventral part, as implicated in the action­stopping 
model37; see later) evoked short­ latency potentials 
(occurring about 2 ms after stimulation) in ECoG elec­
trodes over the rIFC, consistent with a monosynaptic 
connection36. Second, event­ related potentials in the  
rIFC associated with stopping preceded those in  
the STN, consistent with the temporal primacy of the 
rIFC. Last, individuals with greater functional cor­
relation between these regions stopped faster than did 
individuals with less co­ activity between these regions.

Overall, these studies are broadly consistent with the 
idea that the rIFC plays a key role early in the stop pro­
cess and that effects on putative basal ganglia and muscle 
occur later.

Pre- supplementary motor area. The pre­ SMA was also 
thought to have a critical role in implementing the stop 
command, and recent findings support that. However, 
its functional role in relation to the rIFC is still unclear.

The right pre­ SMA is activated in fMRI studies of 
action­ stopping18,20,38,39. ECoG indicated that successful 
stopping is associated with increased beta­band and 
gamma­ band (30–90 Hz) oscillatory power before the 
SSRT in the pre­ SMA27. There is also some causal evi­
dence of pre­ SMA involvement in stopping from indi­
viduals with large lesions40,41 and from TMS studies39,42,43. 

Offline transcranial 
magnetic stimulation
(TMS). Non- invasive brain 
stimulation eliciting long- lasting 
after- effects. Typically delivered 
before a participant undergoes 
behavioural testing or 
neuroimaging.

Electrocorticography
(eCog). invasive electrophysio-
logical technique that uses 
electrodes placed directly  
on the exposed surface of  
the brain to record electrical 
activity from the cerebral 
cortex.

Hyperdirect pathway
Pathway connecting cortical 
areas directly to the 
subthalamic nucleus, 
bypassing the striatum.

Electromyography
(eMg). electrophysiological 
technique that uses electrodes 
placed on the skin over a 
muscle to record its  
electrical activity.

Box 1 | Modes of action control

Several different modes of action- stopping have been described. Each may be called 
upon in different situations, and although some seem likely to depend on a shared 
neural architecture, others may engage different pathways.

reactive stopping
Reactive stopping is triggered in response to an unpredictable cue, as in the standard 
stop signal task, and reflects emergency- like stopping. Although this form of stopping is 
most widely studied, in real life it is probably called upon only sometimes — for example, 
stopping oneself from stepping into the road when a car suddenly approaches. It is 
thought to rely on the action- stopping network (Fig. 1c).

Proactive control
Proactive control refers to preventing actions or slowing them down, and can occur 
in two ways. First, it can be set up in advance of an overt need to stop, and not 
implemented until that time. Laboratory tests of this scenario have shown that this 
form of proactive control recruits the pre- supplementary area (pre- SMA), striatum and 
pallidum, suggestive of indirect pathway recruitment74,177,178 (see also below). Second, 
it can act like a brake, recruited partially when you anticipate having to stop72,76,179. 
The subthalamic nucleus (STN)55,87,90 and a pre- SMA–striatal pathway72,77 have both 
been implicated in this form of proactive control72,77.

selective stopping
Selective stopping in a behavioural sense refers to stopping one action without 
affecting other ongoing actions. This is often tested in tasks where participants initiate 
bilateral hand movements but are then told to stop with one hand and continue with 
the other16,180. They can do so, but the response time of the continuing hand is delayed 
compared with typical responses. This implies the use of a global, STN- mediated64,67, 
mechanism. However, a mechanistically selective mechanism can be used if one can 
proactively prepare to stop selectively177,178 (but see reF.86), and this may involve the 
prefrontal–striatopallidal (indirect) pathway16,74.

stop–change and switching
Stop–change and switching are when the stopping of one action is immediately 
followed by the initiation of another: a football player cancels a pass to one teammate 
when they see a defender nearby, and quickly passes to an unmarked teammate. 
Neuroimaging181,182, neurophysiology48,70,183 and brain stimulation183,184 studies suggest 
there is overlap in the systems involved in stop–change and switching with the 
action- stopping network, although this overlap probably depends on the type of 
switching task41,70.
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The pre­SMA has been implicated in various sensorimo­
tor functions44, including conflict resolution (as reviewed 
in reF.44). With respect to stopping, one possibility is that 
monitoring­ related activity in the pre­SMA identifies 
the need to stop, and that the pre­ SMA forwards this 
via the frontal aslant tract to the rIFC18,45, which imple­
ments the stop process10. This predicts that pre­ SMA 
activity precedes rIFC activity during action­ stopping. 

Alternatively, the pre­ SMA could exert its influence 
directly on the STN via hyperdirect projections18,45–48 
and could act synergistically with any influence of the 
rIFC on the STN. MEG studies have provided conflict­
ing results concerning the temporal primacy of pre­ SMA 
activity versus rIFC activity34,49.

A recent EEG study showed that frontocentral 
beta­ band bursts during action­ stopping50, presumably 
corresponding to the pre­ SMA27, were followed shortly 
by beta­ band bursting in sensorimotor areas, a putative 
signature of inhibitory activity. The temporal relation­
ship fits with the presumed flow of the stop command 
from prefrontal to motor areas. However, a non­ human 
primate EEG study questioned the functional relevance 
of frontocentral beta­ band bursting, on the grounds 
that it occurs too infrequently to explain stopping and 
was more sensitive to stopping failures than stopping 
success51.

New rodent data have provided causal evidence for 
a direct influence of the dorsomedial PFC (dmPFC; 
which in humans encompasses the pre­ SMA) over the 
STN52. Tracing was used to identify subpopulations of 
intermixed neurons in rodent dmPFC with different 
projection targets, including the STN. Next, optogenetic 
activation and inactivation of the STN­ projecting neu­
rons in the dmPFC during a go–no- go task, as well as the 
STN directly, reduced and increased impulsive respond­
ing, respectively. Furthermore, stimulation of dmPFC 
neurons projecting to the lateral hypothalamus showed 
opposite behavioural effects in the go–no­ go task to 
stimulation of dmPFC–STN projections, providing  
a clear dissociation of the function of dmPFC targets.

Overall, it seems there is a functional hyperdirect 
pathway from the pre­ SMA or the dmPFC to the STN 
that is activated in sufficient time to affect stopping; 
however, research is still needed to delineate the relative 
roles of the pre­ SMA and the rIFC in what seems to be a 
pre­ SMA–rIFC–STN network.

Subthalamic nucleus. The ventral STN was proposed to 
receive the stop command from the PFC and relay it via 
basal ganglia output neurons to the thalamus. Recent 
findings provide support for a hyperdirect pathway from 
the PFC to the ventral STN.

The STN has been implicated in interrupting53, delay­
ing and ‘braking’54–56, and outright stopping of actions 
that have been prepared or already initiated18,20,48,57. 
Several studies have shown that deep brain stimulation 
of the STN in individuals with Parkinson disease changes 
SSRT58–61. Neurophysiological recordings in such indi­
viduals have suggested that STN activity increases about 
100 ms or so before behavioural stopping36,62,63 (Fig. 2). 
Relatedly, beta­ band power increases for stopping tri­
als in local field potentials recorded from the STN of 
individuals with Parkinson disease64,65. Trials in which 
beta­ band activity is greater are also ones in which there 
is a greater global motor system suppression64, whereby 
when a participant stops one effector from moving, 
there is a reduction in the excitability of task­ irrelevant 
muscle representations measured with TMS over the 
primary motor cortex (M1)15,66. Stopping via the STN 
might therefore reflect an emergency­ like system that 
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Fig. 2 | Timing of events in the action-stopping network. The top panel illustrates the 
approximate timing of events, and the bottom panel shows a schematized version of 
changes in neural activity at different sites, with arrows representing the same key time 
points as in the main text and the different coloured lines representing neural activity on 
go (blue) and stop (red) trials. This example is for stopping a manual response in relation  
to a salient stop signal. Following a go signal, a putative go process (blue) is initiated and 
proceeds over time. After some delay, typically about 200 ms, a stop signal is presented, 
prompting the initiation of a stop process (red) that races to completion with the go 
process. Physiologically, the generation of the stop command is reflected by activity in  
the right prefrontal cortex (rFPC) and the right frontal cortex (rFC), particularly the right 
inferior frontal cortex and the pre- supplementary motor area, within approximately 
120 ms after the stop signal15,31. This is followed by activity in the basal ganglia (BG), starting 
with the subthalamic nucleus (STN), which receives hyperdirect input from the rPFC shortly 
after36,48. We presume activity in the BG precedes a global suppression of the primary 
motor cortex (M1) that occurs from about 140 ms after the stop signal15,82. In the meantime, 
muscle activity related to the go process may already have been initiated, but has not 
developed sufficiently to produce an overt response. A stop- related suppression of any 
ongoing muscle activity is evident in the electromyogram within approximately 
160 ms15,31,32,86. Assuming that this occurs soon enough — that is, that the stop process 
reaches completion before the go process — behavioural stopping as indicated by the 
stop signal reaction time (SSRT) occurs within about 220 ms. These timings impose new 
constraints on when activity in a brain region must occur by to be included in the network 
model. For example, recent work suggested that the parietal cortex might functionally 
contribute to stopping174. However, the timing of its supposed role, which comes after the 
cancellation of muscle activity, argues against its inclusion in the action- stopping network 
and instead hints at a role in action- execution175 (for example, ensuring the timely release 
of actions). Nevertheless, there remains a degree of uncertainty in the timing of the 
neurophysiological events described here. For example, some brain processes may take 
time to develop following the initial receipt of a signal from another brain region and may 
not be immediately detectable in currently available neurophysiological measures. There is 
also variability in how timings are reported, wherein, for example, beta-band burst timings 
are measured from the peak of activity, whereas electromyogram suppression is taken from 
its onset. Adapted with permission from reF.15, CC BY 4.0 (https://creativecommons.org/
licenses/by/4.0/).

Online TMS
Non- invasive brain stimulation 
eliciting short- lived after-  
effects. Typically delivered 
while a participant undergoes 
behavioural testing or 
neuroimaging.
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briefly interrupts all ongoing behaviour, which may be 
more efficient than identifying and stopping all active 
motor representations individually. These global effects 
may reflect the putatively broad output from the STN 
to the globus pallidus interna (GPi)9,67. However, the 
evidence for this idea is still weak, as tracing studies 
imply that STN–GPi projections are topographically 
and somatotopically organized68,69.

The action­ stopping model was recently updated,  
on the basis of monkey tract­ tracing data, to suggest that 
the ventral part of the STN specifically is important for 
stopping because it receives input from the lateral PFC, 
including the rIFC37. The prediction was validated by 
a monkey recording study70 and the aforementioned 
study in people with Parkinson disease36. There is also 
now good causal evidence of STN involvement in stop­
ping: optogenetic studies of the rodent STN53 and the 
dmPFC–STN connection52 (mentioned earlier) show 
that they are important for interrupting ongoing and 
planned behaviours.

An interesting feature of STN activity in action­  
stopping is the increase of beta­ band power. This is 
also observed in the rIFC and the pre­ SMA, which 
has prompted the speculation that beta­ band oscil­
lations could be a property of the stopping network. 
One suggestion is that the bursts reflect brief periods of 
top­ down communication from the PFC to the STN that 
instantiates the stopping command37.

Potential role for the striatum. The striatum has also 
been implicated in stopping, but whether it should  
be included in the standard action­ stopping network is 
still unclear.

fMRI studies of stopping often show striatal 
activation18,20,39,71,72. Furthermore, disruption of the 
pre­ SMA and the rIFC with offline TMS alters SSRT, 
with changes in SSRT correlated with changes in the 
blood oxygen level­ dependent (BOLD) activation in  
the striatum39,73. However, inconsistent with a striatal role  
in standard action­ stopping, SSRT is normal in individuals  
with premanifest Huntington disease who have reductions 
in striatal volume compared with healthy controls74,75.

Striatal BOLD activity seems to increase when one is 
told that the likelihood of needing to stop is high, irre­
spective of whether one is eventually required to stop72,76. 
This could indicate that the striatum is more involved 
proactively in delaying or ‘braking’ actions to avoid 
impulsive responding (‘proactive control’ in Box 1). 
Chemogenetic silencing of dmPFC–striatal neurons in 
rodents supports this view77. Neural recordings from 
the rodent globus pallidus externa (GPe), downstream 
of the striatum, during a stopping task are also consistent 
with such a role78. When proactive control was exerted, 
the trajectory of population­ level activity in the GPe, 
reflecting collective dynamics of many neurons over 
time, began further away from the trajectory followed 
during normal movement initiation78.

Alternatively, the striatum has been suggested to 
be important when preparing to stop via a more selec­
tive mechanism than the global one recruited during 
reactive stopping74 (‘selective stopping’ in Box 1). Cell 
type­ specific recording experiments in rodents have 

shown that direct and indirect projections from the stri­
atum are both more active during movement than dur­
ing immobility79,80, the co­ activation fitting with the idea 
that the indirect pathway acts on different basal ganglia 
outputs to selectively suppress actions that compete with 
the desired one81.

The precise role of the striatum in simple action­  
stopping remains unclear, but could be resolved using 
high temporal resolution neurophysiological recordings 
from the striatum and downstream GPe (that is, the indi­
rect pathway) to clarify the conditions under which there 
is a functional activation of the striatopallidal pathway.

Motor cortex and spinal motor neurons. The last cortical 
region where stopping commands presumably intervene 
to prevent movement is the primary motor cortex (M1).

TMS over M1 showed that corticospinal excitability 
is suppressed via a withdrawal of drive to, or an active 
physiological inhibition (GABAergic) of, agonist- muscle 
M1 within approximately 140 ms after a stop signal17,82. 
As noted already, this motor system suppression is 
detectable in task­ irrelevant muscles66,83, and may be 
mediated by the STN64.

The timing of the motor system suppression fits 
with changes in neural activity in primate premotor 
cortex and M1 (reFS84,85). Human studies have shown 
that changes in motor cortical excitability (and pre­
sumably output) during stopping are transmitted very 
quickly to the muscles15,31,86. Successful stopping of 
manual responses, in which a participant initiates a 
response but cancels it before it runs to completion, is 
often associated with a sharp decline in muscle activity 
within approximately 160 ms after the stop signal15,31,86, 
and approximately 20 ms after the global motor system 
suppression15. It remains unclear whether stop com­
mands are always transmitted via M1 or can also target 
the spinal cord directly.

A different perspective on the basal ganglia. Recently, 
a variation of the ‘classic’ action­ stopping model was 
proposed87, with a key difference in how the stop process 
is implemented by the basal ganglia. The classic model 
proposes that the STN implements the stop via the GPi 
and substantia nigra par reticulata (GPi/SNr) (FigS 1,2). 
The new model, motivated by recordings from rodent 
basal ganglia88,89, instead proposes that the STN–GPi/SNr  
pathway serves as a ‘pause’ to delay actions and that a 
subsequent, pallidostriatal­ mediated ‘stop’ process can­
cels them87. This suggestion is supported by observations 
that STN activity peaks too soon (within about 15 ms), is 
too transient and is not specific enough to stopping trials 
to fully explain action­ stopping in rodents88. In a follow­ 
up study, a specific population of pallidal cells called 
‘arkypallidal cells’ were identified, defined by the fact that 
they solely innervate the striatum89. Arkypallidal cells 
fired after STN neurons and selectively in response to 
stop signals, rather than to both go and stop signals. The 
timing of their activity was consistent with precip itating  
the sudden decline in striatal ‘go’ activity. Together, these 
findings provide further evidence of the role of the basal 
ganglia in action­ stopping and specifically implicate an 
arkypallidostriatal pathway.

Conflict resolution
in the motor domain,  
the process of resolving 
competition between 
competing action plans.

Go–no- go task
A paradigm where the 
participant is required to 
perform speeded responses  
to a go cue and to withhold a 
response following a no- go cue.

Global motor system 
suppression
Suppression of motor system 
excitability detected in 
task-irrelevant muscle 
representations when  
stopping with another  
effector. relies on transcranial 
magnetic stimulation and 
electromyography methods.

Premanifest Huntington 
disease
The presymptomatic phase  
of the disease in an individual 
carrying the genetic mutation 
causing it.

Agonist muscle
The muscles that, when 
activated, are primarily 
responsible for causing 
movement about a joint.
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The above ‘pause­ then­ cancel’ model could unify dif­
fering accounts of STN and striatal involvement in stop­
ping, and is consistent with the idea of the STN acting 
to delay actions in situations of response conflict54,55,90 or 
surprise53,91,92 (see Unexpected events). The fast but brief 
pause may buy time for deliberation on what (or what 
not) to do. This could allow actions deemed inappro­
priate to be cancelled selectively, and actions deemed 
appropriate to resume after only a short delay87.

However, the pause­ then­ cancel model of action­  
stopping is less complete than the classic model. For 
example, we do not know which brain regions drive 
the rodent arkypallidal cells during stopping87 and, to 
date, there are no comparable data from arkypallidal 
cells in humans or non­ human primates. Furthermore, 
human and non­ human primate data concerning the 
temporal flow of activity across brain regions (Fig. 2) 
are inconsistent with a pause­ then­ cancel model. First, 
activity in the PFC15,27,31,36,50 and the STN63,65,70 on stop 
trials occurs substantially later than the STN response 
in rodents88,89. Second, the interval between STN activity 
and the first behavioural sign of stopping (that is, can­
cellation of muscle activity) seems very short in humans 
and non­ human primates, unlike in rodents, leaving 
little room to incorporate a pause. Presently, the clas­
sic action­ stopping model best explains the human and 
non­ human primate data, and therefore we focus on this 
model hereafter.

Beyond the stop signal task
Most studies have examined the stopping of simple, 
discrete actions, such as button presses, within the con­
text of stop signal tasks (level 1 in TABle 1). However, 
action­ stopping is probably relevant to various human 
activities, from speaking to walking. Little is known 

about how action control emerges in these diverse set­
tings, but we suppose that it could sometimes engage the 
action­ stopping network. We now review studies that 
have begun to examine the stopping of more natural­
istic actions, although often still within the context of 
stereotyped laboratory experiments (levels 1 and 2  
in TABle 1).

Speech. Effective verbal communication relies on fine 
motor control, including the ability to interrupt speech 
at any time. Speech is an interesting case because 
whereas the rIFC has been implicated in the stopping of 
manual and saccadic actions, the homologous lIFC (also 
known as Broca’s area) has been strongly implicated in 
the programming of speech93,94. Speech production also 
requires timely control across facial, throat, tongue and 
respiratory muscles. Control can be directed to any or all 
of them to influence what sounds are made.

The fact that stopping latencies for speech (for exam­
ple, when producing a syllable) and manual responses 
correlate with one another across participants indirectly 
points to a common neural mechanism95. Successful 
stopping of speech activates the rIFC and the pre­  
SMA95, and is associated with similar PFC beta­ band  
activity96 and STN beta­ band activity97 as stopping  
manual responses. Moreover, stopping speech produces 
a global suppression of the motor system83 that correlates 
with elevated STN beta­ band activity64. Possible causal 
evidence for the involvement of the stopping network 
has been provided in the form of cessation of speech 
and manual actions during intraoperative stimulation of 
the pre­ SMA and the rIFC and the lIFC98–100. Although 
stimulation of the IFC in either hemisphere can disrupt 
speech, it might do so for different reasons: depend­
ing on the mode of stimulation and task requirements, 

Table 1 | Degrees of real- world applicability in stopping experiments

Level stopping context environment Action

1 Stop signal task (for example, 
involving explicit stop cues, 
such as an arrow turning red)

Highly controlled laboratory setting

Repeated trials

Stopping can be somewhat 
anticipated

Simple (for example, involving a single 
joint or minimal coordination)

Contrived (for example, a key press)

Discrete

Cued

2 Variants of stopping tasks 
(for example, with stop cues 
that are more naturalistic, 
such as an obstacle in the 
participant’s path)

Highly controlled laboratory setting

Repeated trials

Stopping can be somewhat 
anticipated

Complex (for example, multijoint or 
multilimb, or complex coordination)

Somewhat naturalistic (for example, 
speaking or stepping)

Discrete

Cued

3 Virtual reality or simulated 
(for example, with stop cues 
that are again more natural, 
such as a virtual car braking 
suddenly in front of the 
participant while ‘driving’)

Less constrained laboratory setting

Less repetitious trials or events

Stopping cannot be easily 
anticipated

Complex

Naturalistic (for example, walking, 
driving or semi- structured conversation)

Discrete or continuous

Self- paced

4 Real- world (for example, with 
stop cues that are entirely 
natural, resulting from 
changes in the environment 
around the participant)

Unconstrained, real- world setting

Non- repetitive, truly novel trials 
and events

Stopping is entirely unpredictable

Complex

Naturalistic

Discrete or continuous

Self- paced
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rIFC stimulation could activate the stopping network 
(‘stop’), whereas lIFC stimulation could disrupt the 
programming of speech (‘go’).

Stopping of speech and stopping of manual actions 
seem to rely on similar neural substrates, although fur­
ther work could be done to demonstrate that this holds 
true for production of words and sentences, not just 
of letters or syllables, and for natural communicative 
contexts.

Gait and balance. Successful gait and balance depend on 
effective coordination between limb and trunk muscles. 
The stopping of gait is interesting because it does not 
entail a complete cessation of all leg or postural muscle 
activity, but instead often requires a corrective response, 
such as stepping to maintain balance or to avoid an obsta­
cle. In other words, it often requires switching to another 
action (Box 1), rather than simply cancelling the current 
one, and therefore poses new challenges to the study of 
action­ stopping (such as knowing when and whether a 
stop occurs during a seemingly continuous action).

Gait and postural control are achieved via the integra­
tion of descending outputs from multiple brain systems 
(including the cortex and the mesencephalic locomotor 
region) at the level of the spinal cord101. Cortico–basal 
ganglia circuits are thought to have an important role in 
gait control, particularly when challenging environments 
demand greater voluntary control101. An open question 
is whether, for example, stopping to avoid unexpected 
obstacles while walking relies on similar PFC–basal gan­
glia circuits as those recruited during manual stopping 
(perhaps with the inclusion of outputs from the STN 
and GPi/SNr directly to the mesencephalic locomotor 
region101).

The involvement of the basal ganglia in gait is well 
established. Recent animal experiments involving 
cell­ specific and circuit­ specific optogenetic stimulation 
and calcium imaging have confirmed that activity in the 
striatum102, SNr103, STN and GPe regulates locomotion104. 
In addition, individuals with Parkinson disease often 
experience problems with gait105 (see Freezing of gait), 
and recent local field potential recordings from the STN 
of such individuals have implicated this region in the 
regulation of stepping106. Future work could directly 
examine whether the STN is implicated in the stopping 
of gait.

Several studies now point to the recruitment of global 
stopping or brake­ like mechanisms when gait or balance 
is disturbed. In one study, participants made voluntary 
steps to visually presented targets on the floor107. In 25% 
of trials, shortly after participants had initiated a step, a 
‘jump’ of the target to a different location required them 
to step to the new target instead. The initial reaction to  
the target jump was a brief reduction in the body’s 
forward acceleration. This ‘braking’ effect occurred 
within about 250 ms after the target jump, similar to the 
SSRT of manual responses, and regardless of whether 
doing so was helpful (that is, regardless of whether the 
target jump required a decrease or an increase in step 
length). Similar non­ specific braking effects have been 
observed in leg muscle activity108, and would presumably 
be present in postural (trunk) muscles too, as these are 

thought to generate the initial momentum of the body 
when stepping107. Another study noted a global motor 
system suppression when participants attempted to pre­
vent a corrective step after a postural perturbation109. 
The same group found that participants with a shorter 
manual SSRT showed a greater reduction of leg muscle 
activity when stopping a corrective step110, implying that 
action­ stopping measured in simple laboratory tasks is a 
generalizable capability. Last, recent research in rodents 
using optogenetics and calcium imaging implicated a 
dmPFC–STN pathway as being important for visually 
directed stopping of locomotion111.

Together, these initial studies suggest potential for 
overlap in the neural systems for stopping manual 
actions and gait or postural actions.

Automatic bodily functions. Breathing and blinking 
are typically ‘automatic’ actions that can temporar­
ily be brought under voluntary control (for example, 
when holding breath under water). The suppression 
of blinking112,113, coughing114,115, breathing116 and the 
impulse to remove oneself from a noxious stimulus117 
all activate nodes of the stopping network, including the 
pre­ SMA, rIFC, striatum and pallidum. Notably, the pre­ 
SMA and striatum are also more active during deliber­
ately slow, paced breathing118, which could be interpreted 
as evidence for a ‘braking’ role of these regions in the 
control of breathing.

An open question with these studies is whether the 
brain activations reflect an actively suppressive mecha­
nism or another process related to the discomfort, dif­
ficulty or attentional demands associated with the task. 
Some evidence corroborates the motor suppression 
account. First, the ‘urge’ to act seems to grow with contin­
ued suppression113,115, implicating an inhibitory mecha­
nism in preventing expression of the action. Second, we 
recently showed that suppressive processes, in the form 
of GABAergic inhibition and beta­ band oscillations, 
were present in the sensorimotor cortex while suppress­
ing an action that would relieve pain119. Third, despite 
a lack of causal evidence in humans, slowing and com­
plete cessation of breathing have been found following 
stimulation of the lateral PFC in primates120.

A notable absentee in the fMRI literature on con­
trol of automatic bodily functions is the STN, perhaps 
because experiment set­ ups have not been well suited to 
monitor activity in such a small structure57. One might 
also ask why an STN­ mediated system for reactive stop­
ping would be recruited when there is no external signal 
calling for an immediate stop. This is pertinent because 
some have proposed a distinction between externally 
and internally triggered stopping117,121. However, in 
many cases, the distinction may be blurred, because 
individuals might use internal sensations, such as a 
tickly throat, as a proxy external signal to trigger stop­
ping. Furthermore, neuroimaging indicates that both 
forms of stopping recruit a largely overlapping network 
of prefrontal structures117,121.

Overall, neuroimaging data seem to highlight a 
potential overlap in the control of manual actions and 
automatic bodily functions, but various caveats and a 
lack of causal evidence prompt further study.

Gait
The normal pattern of limb 
movements underpinning 
locomotion.
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Tonic control. Stopping tasks focus on the control of 
brief ‘urges’ or ‘drives’ to act but, as we have just seen, 
some can persist and grow over time. These range from 
benign urges to scratch an itch, to pathological ones 
associated with motor tics or compulsive skin­ picking122. 
How do we deal with protracted urges? Some urges wax 
and wane, so one possibility is that action­ stopping is 
applied briefly and repeatedly to stop them whenever 
they cross some threshold. For constant urges, however, 
the stopping mechanism could be used tonically for 
periods of seconds or more. Indeed, the aforementioned 
work on suppressing pain­ relieving actions suggested 
that the motor inhibitory processes persisted for several 
seconds119.

A clear example of tonic inhibitory control over actions  
comes from a study of the Kohnstamm phenomenon123. 
The Kohnstamm phenomenon involves brain regions 
implicated in voluntary control, including M1 (reFS124,125),  
and although it feels involuntary126, it can be brought 
under voluntary control without recruiting antagonist  
muscles124,126. This implies that a stop process is recruited 
to suppress ongoing motor output. The mechanisms of 
such control remain unexplored. However, attempts 
to stop one arm from rising following the induction of 
Kohnstamm movements in both arms sometimes results 
in a brief interruption of both limbs, suggesting that a 
global stopping mechanism (that is, with a somatotop­
ically broad focus) akin to that in the stop signal task is 
initially recruited126.

Studying the neurophysiological correlates of 
Kohnstamm suppression could reveal the mechanisms 
underlying tonic control of involuntary actions in health 
and disease (see Tics).

Unexpected events. Unexpected events result from 
changes in our environment (such as a door slamming) 
or our own actions (for example, mispronouncing a 
word). They have a surprising quality that interrupts 
ongoing action and thought. A recent theory suggested 
that unexpected­ event­ induced interruptions recruit 
a network similar to that recruited by outright action­ 
stopping9. For example, an earlier study showed that 
unexpected sounds elicited a global motor system sup­
pression at around 150 ms (similar to stop signals; Fig. 2) 
and slowed motor responding127.

Recent studies have built on this idea. One showed 
that unexpected sounds presented after a ‘no go’ sig­
nal not only increased stopping success, pointing to 
an overlapping process, but were also associated with 
enhanced activity of the action­ stopping network, as 
indexed by EEG and TMS­ induced EMG signals128. 
Meanwhile, unexpected events in a rodent study dis­
rupted licking, just as optogenetic activation of the 
STN did53. Importantly, optogenetic inactivation of 
the STN blunted this effect of unexpected events, pro­
viding strong evidence for a causal role of the STN in 
surprise­ induced interruptions.

So far, a picture is emerging whereby motor inter­
ruptions prompted by unexpected events recruit a 
system analogous to that used in voluntarily stopping 
actions, albeit by pausing rather than stopping out­
right. This suggests that the system may be recruited 

automatically or voluntarily to partially or fully inter­
rupt actions, although this idea awaits further veri­
fication. The emerging picture also indirectly speaks 
to a long­ running debate about the specificity of rIFC 
activation19,35,129,130. Previous neuroimaging showed 
that infrequent cues that do not require stopping still 
recruited the rIFC, questioning whether rIFC activation 
in stopping tasks reflected a stop process131. In light of 
the literature on unexpected events, it is plausible that 
those infrequent cues recruited motor inhibitory pro­
cesses triggered by an rIFC–STN pathway, which would 
explain the slowing of responses.

From laboratory to real world
Despite being preliminary in most cases, the evi­
dence presented so far suggests that the scope of the 
action­ stopping model could extend beyond the stand­
ard task. Yet those examples still rely on contrived exper­
imental paradigms where the same stopping demands 
are encountered repeatedly. Examining real­ world 
stopping was recently made possible by technological 
advances in wearable MEG devices132 and near­ infrared 
spectroscopy133. In addition, new devices being used in 
individuals being monitored or treated for various dis­
orders can provide stable, long­ term intracranial neural 
recordings and controlled brain stimulation, and have 
been integrated with wireless scalp EEG devices and 
gaze or motion tracking devices for concurrent neuro­
physiological and behavioural evaluation during free 
movement134.

A challenge as we move towards real­ world scenar­
ios is knowing in any given moment whether behav­
ioural stopping has occurred. It might be tempting 
to rely on indirect markers, such as right prefrontal 
beta­ band activity. However, this runs the risk of reverse 
inference135; that is, assuming that similar neural corre­
lates observed in one context (such as walking) reflect 
the same mental processes identified in another (such 
as the stop signal task). One way to minimize this risk 
would be to adopt a programmatic approach (Fig. 3). For 
example, following on from the aforementioned gait 
and stepping studies (level 2 in TABle 1 and Fig. 3), one 
could progress to evaluating stopping and its neural cor­
relates during unconstrained gait in a virtual reality set­
ting, where naturalistic events in the visual scene might 
cause someone to stop (level 3 in Fig. 3). The question 
then is whether those moments rely on the same neural 
substrates as stopping in the simpler laboratory tasks. 
If so, event­related brain stimulation could be used to 
disrupt prefrontal or basal ganglia processing and pro­
vide causal evidence for their involvement, for exam­
ple by having an individual receive stimulation around 
the time of a door closing in front of them. This virtual 
world investigation would then provide motivation for 
fully real­ world studies of gait as people walk around 
their neighbourhoods (level 4 in Fig. 3).

A similar approach could be used to study driving, 
beginning with simple manual stop signal tasks (level 1) 
and progressing to reaching­ and­ grasping tasks (level 2).  
One could then envisage individuals with wearable MEG 
devices or scalp EEG devices or patients with intracra­
nial EEG devices sitting in driving simulators with gaze 

Kohnstamm phenomenon
A long- lasting (10–60- s) 
involuntary muscle contraction 
that develops after a sustained, 
voluntary isometric contraction: 
after pushing your arm against 
a wall for a long period, you 
experience your arm rising.

Antagonist muscles
The muscles that, when 
activated, oppose the 
movement caused by the 
agonist muscles about a joint.
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tracking and measurements of steering, acceleration and 
braking enabling the quantification of behaviour (level 3).  
Here, seeing a car in your blind spot as you begin changing  
lanes might cause you to interrupt the planned turn­
ing of the steering wheel. Similar events could then be 
studied in real cars with use of wearable EEG devices 
combined with gaze and motion tracking (level 4).

Even with this programmatic approach, there 
remains an important issue that may affect the extension 
of the stopping literature to the real world. Although the 
standard stop signal task purports to measure reactive  
stopping, it still involves some anticipatory slowing  
of responses on trials where no stop signal is presented —  
response times are longer than in a choice reaction time 

a  Level 1: Stop signal task b  Level 2: Stepping task

c  Level 3: Gait in virtual reality context d  Level 4: Gait in real-world

Foot pedals

Safety
harness

Motion
capture

EMG
(hand and leg)

Force
plate

Obstacle

Virtual
reality
headset

Patient view
Patient

Gaze-tracking
glasses

Intracranial EEG

Smartphone
accelerometer

Intracranial
EEG and brain
stimulation

EMG
(hand)

TMS coil

EEG cap

Fig. 3 | From the laboratory to the real-world: gait. a | A research programme might begin by studying stopping in the 
laboratory with the stop signal task (level 1 in TABle 1), using the primary effectors involved in the high- level behaviour of 
interest — in this case, the legs. Neurophysiological techniques can be used to look for the neural correlates of stopping, 
such as beta- band activity in the right prefrontal cortex measured using electroencephalography (EEG) and global motor 
system suppression measured using transcranial magnetic stimulation (TMS) and electromyography (EMG; here, on the 
task- unrelated hand muscle). b | One could then progress to more complex and naturalistic actions, but still within a highly 
constrained laboratory setting (level 2 in TABle 1). In this example, the participant is instructed to perform simple stepping 
actions. On some trials, an obstacle suddenly appears, requiring the participant to prevent the step. Here, EEG and TMS 
could be used alongside EMG, force plates and motion- capture imaging, which provide behavioural readouts of action-  
stopping. c | The next step might involve free- moving and naturalistic gait while individuals explore virtual environments. 
Use of wearable EEG devices, in this case an intracranial device implanted in a patient for recording and stimulating  
the brain, could be combined with motion tracking134 (level 3 in TABle 1). Numerous situations could conceivably  
involve action- stopping: an open manhole, another person crossing one’s path or a door closing. Sudden body or limb 
decelerations time- locked to the events in the visual scene would provide indices of behavioural stopping, such as the 
latency of stopping, and would provide a time window in which to look for neural correlates of stopping. d | Finally, one 
might approach real- world studies, as people explore their normal environments. Here, use of wearable EEG devices in 
patients could be combined with gaze tracking134 and smartphone- based accelerometry176 to examine similar instances  
in which the stopping network might be recruited (level 4 in TABle 1).
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task136 and increase with the likelihood of needing to 
stop137. Yet, how common is anticipatory slowing in the 
real world? When driving, you might anticipate having 
to reduce pressure on the accelerator as you approach 
traffic lights; however, the need to stop or brake cannot 
always be predicted. Although unexpected­ event para­
digms have been developed as a response to this criti­
cism, the events are still encountered many times in a 
study. An alternative might be to study one­ off events138, 
but these are not amenable to studying the neural corre­
lates of behaviour, which are unreliable at the single­ trial 
level. It may also be difficult to dissociate direct sensory 
effects on behavioural interruption (for example, see 
reF.139), akin to a ‘startle’, from recruitment of the stop­
ping network. A challenge, therefore, is to understand 
whether, and to what extent, the mechanisms of stop­
ping differ when the need to do so is anticipatable versus 
completely unexpected.

Movement disorders
We now turn to whether variation in the function­
ing of the action­ stopping network underlies clinical 
problems. Dysfunctional PFC–basal ganglia networks 
have been proposed to contribute to the symptoms 
experienced by patients with movement and psychi­
atric disorders11,12,122. Although these issues have been 
reviewed extensively11,12,122, the focus has been either 
on psychiatric symptoms (such as impulsivity) where 
the theoretical and empirical link between real­ world 
behaviour and action­ stopping is often poorly defined 
or weak140 or on various motor symptoms that do not 
all fit within the action­ stopping framework. Here we 
focus specifically on movement disorder symptoms that 
have a more direct conceptual link with action­ stopping.

Stuttering. Stuttering is characterized by periods of 
silence, sound prolongations and sound or syllable rep­
etitions. Although there is no single cause thought to 
underlie stuttering, these symptoms might sometimes 
reflect an aberrant stopping mechanism. Such a mecha­
nism could prematurely interrupt an ongoing motor 
programme or inhibit successive motor programmes 
that relate to the next syllable141.

The fact that stopping of manual responses is 
impaired in people who stutter142–144 suggests there may 
be a dysfunction in the action­ stopping network at a 
higher level in the brain than the motor output. Recent 
meta­ analysis of fMRI studies has confirmed an earlier 
suggestion145 of a right­ lateralized hyperactivity, includ­
ing in the right pre­ SMA and rIFC, during speech in 
people who stutter compared with those who do not, 
and in dysfluent versus fluent speech146. Stuttering sever­
ity was also recently shown to correlate with structural 
connectivity in the right frontal aslant tract between the 
hyperactive pre­ SMA–SMA and the rIFC141. Although 
this right­ hemisphere hyperactivity could be explained 
in several ways — for example, as a compensatory adap­
tation to the left hemisphere­ induced dysfluency147,148 —  
it could indeed reflect an aberrant action­ stopping sys­
tem. Future studies combining detailed psychophysical 
evaluations of dysfluent speech (for example, charac­
terizing the precise timing of speech interruptions) 

with examination of the neural correlates of stopping 
using high temporal resolution methods could clarify 
the putative role of the stopping network in stuttering. 
One prediction is that periods of stuttering are accompa­
nied by a global motor system suppression and elevated 
beta­ band power in the right PFC. Another prediction 
is that disruption of the hyperactive rIFC or pre­ SMA 
with TMS during dysfluent speech might temporarily 
restore fluent speech.

Tics. Tics are sudden, involuntary movements or vocal­
izations that are contextually inappropriate. Tic genera­
tion is thought to be due to activation of a dysfunctional 
corticostriatal pathway149,150. This results in the release 
of stereotyped movements that would normally be pre­
vented by tonic inhibitory output from the GPi/SNr. Tics 
therefore seem more a problem with action­ initiation 
than action­ stopping per  se. Accordingly, a meta­ 
analysis showed that the stopping of voluntary actions 
in people with tics, at least those without co­ morbid dis­
orders such as attention deficit hyperactivity disorder, is 
comparable to that in people without tics151.

Although tics may not arise from a problem with 
action­ stopping, stopping may be relevant for how tics are 
controlled. Indeed, a defining characteristic of tics is that 
they can often be temporarily suppressed by volition152.  
Moreover, new research shows that the ability to suppress  
tics early in childhood is negatively correlated with tic 
severity in the future153. Understanding tic suppression 
is therefore clinically relevant154.

The notion of ‘suppressing’ a tic might only be a 
metaphor; however, it could also actually reflect an 
action­ stopping mechanism that prevents aberrant 
motor drive155. This fits with the observation that sup­
pressing a tic does not usually abolish the urge to tic156. 
Evaluating whether tic suppression does actually recruit 
an action­ stopping system requires neuroscience studies. 
Although imaging has implicated some regions of the 
PFC (including the rIFC, lIFC, pre­ SMA and dorsolat­
eral PFC), along with the striatum and the pallidum, in 
tic suppression112,157,158, activation of these regions is not 
specific enough to a particular process to be sure. Causal 
brain stimulation studies may therefore be useful here.

A notable TMS study showed global motor system 
suppression during bouts of sustained, voluntary tic sup­
pression compared with when participants were allowed 
to make tics freely155. This result is compatible with 
action­ stopping, although it has also been shown that 
when patients voluntarily suppress tics, they can per­
form simple motor tasks with other effectors159. Overall, 
there is a hint that action­ stopping is relevant in control 
of tics, but it is not definitive, and there are open ques­
tions about how global or selective the action­ stopping 
mechanism used to control them might be.

Freezing of gait. Parkinson disease is characterized by 
various motor symptoms, including absent or slowed 
movements, tremor, rigidity and gait disturbances. 
Although many of these can potentially be broadly 
attributed to excitation–inhibition imbalance in basal 
ganglia circuits122, the mechanisms underlying the motor 
symptoms are likely to be manifold. One instance where 
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the stopping network may be applicable is in the freez­
ing of gait — a temporary and involuntary slowing or 
stopping105. The triggers include turning, approach­
ing narrow passages, distraction and cognitive load or 
stress160. A recent theory proposes that all these triggers 
engender a form of conflict (sensory–motor, affective 
or cognitive)161. Normally, conflict, such as that between 
response options, is proposed to trigger hyperdirect 
inputs from the PFC to the STN to ‘apply the brakes’ 
and aid in conflict resolution. However, in Parkinson 
disease, dysfunction of this pathway is proposed to lead 
to freezing.

Preliminary evidence supports this idea. An EEG 
study with participants with Parkinson disease found 
that, compared with normal walking, freezing episodes 
were associated with elevated theta­ band activity over 
frontocentral electrodes162, a common signature of 
response conflict37. Another showed that (frontocentral) 
cortico–STN coupling in the theta band or the alpha 
band was reduced during freezing163, consistent with 
dysfunction of the hyperdirect pathway. An innovative 
fMRI study using a virtual reality stepping paradigm, 
with visual cues designed to induce freezing, provided 
complementary evidence: freezing­ like behaviour, in the 
form of prolonged stepping latencies when approaching 
doorways, was associated with impaired pre­ SMA–STN 
connectivity164.

A recent review of many neurophysiological studies 
suggested that there are dissociable PFC–basal ganglia 
networks for processing conflict (that is, serving to pause 
action by raising the threshold of evidence needed for 
a decision) versus for action­ stopping, and that these 
are characterized by low­ frequency oscillations and 
beta­ band activity, respectively37. The aforementioned 
studies on freezing of gait pointed to low­ frequency 
oscillations, consistent with freezing of gait being attrib­
utable to disruptions in conflict processing. However, a 
recent study found increases in both STN low­ frequency 
and beta­ band oscillatory power during freezing 
behaviour165. Thus, it seems possible that the conflict sys­
tem initially slows gait and the stopping system suspends 
it entirely during freezing episodes.

Experimental paradigms that use virtual reality to 
prompt different responses could be used to test these 
ideas and to test whether freezing is associated with 
other neurophysiological correlates of stopping network 
activity, such as the global motor system suppression166.

Conclusions
Research in different species over the past few years 
supports key claims of the originally described 
action­ stopping model, and goes further. The rIFC 
(especially the ventral pars opercularis) is crucial for 
stopping, and is functionally and structurally connected 
to the ventral STN, apparently by a hyperdirect path­
way; activity of the rIFC precedes that in the STN, and 
the putative signature of STN function is global motor 
system suppression that precedes the cancellation 
of muscle activity, which in turn precedes the SSRT. 
Although several open questions about this model 
remain (Box 2), we feel the neural basis is well­ enough 
established to turn now to the important question of 
ecological validity.

Here we have considered behaviours at increasing 
levels of real­ worldness. First, we summarized labora­
tory research on speech, gait, tonic control, automatic 
bodily functions and unexpected events. In each case, 
there are various levels of evidence showing that similar 
brain regions are activated, or neurophysiological signa­
tures are elicited. However, given the problem of reverse 
inference, future work should seek causal evidence that 
these regions are important for stopping in each con­
text. Second, we considered possible studies, beyond 
the laboratory, that could take advantage of technical 
advances in the recording and perturbation of neural 
activity in freely moving participants. These studies 
would put the generalizability of the action­ stopping 
network to a serious test: asking whether the recruit­
ment of a PFC–STN hyperdirect pathway really does 
occur outside repetitive trials of simple, discrete and 
prescribed actions.

We highlighted specific instances where the stop­
ping network could be involved in the generation of, 
or compensation for, motor symptoms of movement 
disorders. Current evidence is strongest for the freez­
ing of gait in Parkinson disease, in which neuroimaging 
indicates the importance of pre­ SMA–STN function, 
although there remains a good case for further explor­
ing the role of the stopping network in stuttering and tic 

Box 2 | Neural bases of action- stopping: open questions and controversies

A body of literature supports the idea of a prefrontal cortex–basal ganglia–
thalamocortical network being crucial for action- stopping. Yet this support is not 
without challenge, and there remain a number of open questions about the precise 
anatomy, physiology and function of the network.
•	Is action- stopping a unitary process enacted solely via the hyperdirect pathway,  

or does it entail a hyperdirect pathway- mediated ‘pause’ followed by a striatally 
mediated ‘stop’?

•	Are the global effects of reactive stopping on the motor system attributable to the 
subthalamic nucleus (STN), and does this reflect an anatomical system with truly 
broad STN- to- pallidum connectivity?

•	Recent computational modelling suggests that a failure to stop can occur because  
the process was triggered too late or else because it was not triggered at all (‘trigger 
failures’)14. This implies that behavioural stopping can be dissociated into different 
processes — the trigger for control, and the actual brake — and is relevant to the 
ongoing debate about different functions of different prefrontal brain regions during 
stopping19,35,129,130. Does this distinction map onto the right inferior frontal junction for 
attentional capture and triggering of the control process, and the pars opercularis  
for the control?

•	Is there a mechanistic link between beta- band oscillations in the stopping network and 
action-stopping, or are these oscillations epiphenomenal? Although evidence is accu-
mulating to support a possible role for beta-band oscillations in action-stopping15,31,50,64,119, 
some work has questioned its functional relevance36,51.

•	Does prefrontal beta- band activity locate predominantly to the right inferior frontal 
cortex or the pre- supplementary motor area? Electrocorticography has implicated 
both regions27. However, most electroencephalography and magnetoencephalo-
graphy studies have emphasized the importance of the right prefrontal cortex15,31,32,34, 
with only few neurophysiological studies focusing on the medial prefrontal cortex50,51.

•	How does right prefrontal beta- band activity stand up against other neurophysiological 
correlates of stopping? The P300 event- related potential detected over frontocentral 
electrodes has been proposed as a sensitive marker of the stop process185,186. However, 
questions have been raised about whether its onset latency (typically >225 ms) is too 
long for it to contribute to stopping15 and whether it is specific enough to stopping15,187. 
This contrasts with right prefrontal beta- band activity, which increases specifically on 
stop trials and occurs before the cancellation of muscle activity15,31,32.
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control (Box 3). Although we have not explored the role 
of the action­ stopping network in psychiatric disorders 
in this Review, some recent results point to the engage­
ment of a stopping system in preventing unwanted 
thought intrusions167,168. This suggests a common pro­
cess for stopping action and thought, consistent with a 
long­ standing model3,169. The potential extension of the 
action­ stopping network to blocking long­ term memory 
retrieval169, current working memory91 and, more gener­
ally, in thought control is intriguing and would benefit 
from more study. It has high relevance for understanding 
intrusive thinking170, particularly in clinical disorders.

We focused on the rapid action­ stopping network. 
There are, however, other modes of inhibitory control 
that may engage slightly different pathways (Box 1). 
Fully discussing those other modes with regard to nat­
uralistic behaviour is beyond the scope of this Review; 
our aim was to focus on the simple action­ stopping 
mode as the best­ developed case. We see hints that this 
action­ stopping network is engaged in myriad other 
contexts, however.

A final point about ecological validity concerns the 
relation between SSRT and other behavioural metrics. 
SSRT, like many measures of executive function140, 
relates only weakly to self­ reported measures of real­ 
world self­ control140. How can we reconcile this with the 
proposal that the rapid action­ stopping system might 
underpin many moments of everyday life? We suggest 
that the speed of stopping may not be as important as 
whether and when stopping is triggered. Indeed, recent 
work using a new mathematical model of behaviour 
during the stop signal task estimated the frequency of 
failures to trigger the stop process, and found this to be 
better correlated with measures of behavioural impul­
sivity (such as delay aversion) than SSRT171. However, 
when real­ world stopping demands speed (for example, 
for fast corrections of gait or balance), we would expect 
to see a closer relationship between behavioural stopping 
latency or success and SSRT110.

The simple stop signal paradigm was launched 
by Logan and Cowan in 1984 (reF.5) on the basis that 
it was a model for the stopping of action and thought. 
Nearly 40 years later, with considerable information 
about the brain regions, circuits and neurophysiologi­
cal signatures of action­ stopping, the time has come to 
assess whether the action­ stopping model is mostly an 
artefact of the laboratory setting or a core function of  
everyday life.

Published online xx xx xxxx

Box 3 | Questions about the wider applicability of the action- stopping network

The putative action- stopping network was developed on the basis of neuroscience 
studies performed in the laboratory using simple, often manual, stopping tasks and  
is assumed to generalize broadly to other actions and behavioural contexts.  
The questions here may guide research aimed at testing this assumption.
•	Is the reactive stopping network recruited to stop naturalistic actions such as walking 

or speaking, and can we demonstrate this in real- world settings (such as when having 
a conversation)?

•	Does the behaviourally selective stopping of complex, multicomponent actions  
(such as stopping throwing a ball while continuing to run) involve a selective or global 
mechanism? How does one toggle the switch between selective and global stopping?

•	How is the stop process of dynamic, inertial movements coordinated across agonist 
and antagonist muscles about a joint to allow concomitant suppression and activation 
that presumably act to brake limb motion?188

•	Is the stopping network recruited to exert tonic control over persistent movement 
‘urges’ or ‘drives’, or is it recruited phasically and repeatedly whenever such drives  
or urges reach some critical threshold?

•	Does the voluntary suppression of motor tics rely on the suppression of motor output 
via the action- stopping network?

•	Does stuttering reflect the inappropriate recruitment of the stopping network that 
interrupts speech, or a compensatory response to aid in the regulation of already 
dysfluent speech?

•	Does freezing of gait reflect the inappropriate recruitment of the stopping network 
triggered by internally or externally triggered conflict?
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